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“This kitchen is a charming blend of rustic and modern, featuring a large reclaimed wood island with marble countertop, a sink 
surrounded by cabinets. A stainless-steel refrigerator stands tall. To the right of the sink, built-in wooden cabinets painted in a muted.”

“A living room with multiple couches and a coffee table. A wooden book shelf filled with lots of books next to a door. A white refrigerator 
sitting next to a wooden bench.”
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Figure 1: MVDiffusion synthesizes consistent multi-view images. Top: generating perspective crops
which can be stitched into panorama; Bottom: generating coherent multi-view images from depths.

Abstract

This paper introduces MVDiffusion, a simple yet effective method for generating
consistent multi-view images from text prompts given pixel-to-pixel correspon-
dences (e.g., perspective crops from a panorama or multi-view images given depth
maps and poses). Unlike prior methods that rely on iterative image warping and
inpainting, MVDiffusion simultaneously generates all images with a global aware-
ness, effectively addressing the prevalent error accumulation issue. At its core,
MVDiffusion processes perspective images in parallel with a pre-trained text-to-
image diffusion model, while integrating novel correspondence-aware attention
layers to facilitate cross-view interactions. For panorama generation, while only
trained with 10k panoramas, MVDiffusion is able to generate high-resolution
photorealistic images for arbitrary texts or extrapolate one perspective image to a
360-degree view. For multi-view depth-to-image generation, MVDiffusion demon-
strates state-of-the-art performance for texturing a scene mesh. The project page is
at https://mvdiffusion.github.io/.
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1 Introduction

Photorealistic image synthesis aims to generate highly realistic images, enabling broad applications
in virtual reality, augmented reality, video games, and filmmaking. The field has seen significant
advancements in recent years, driven by the rapid development of deep learning techniques such as
diffusion-based generative models [2, 14, 19, 35, 38, 39, 40].

One particularly successful domain is text-to-image generation. Effective approaches include gen-
erative adversarial networks [3, 11, 17], autoregressive transformers [9, 31, 44], and more recently,
diffusion models [13, 15, 30, 33]. DALL-E 2 [30], Imagen [33] and others generate photorealistic
images with large-scale diffusion models. Latent diffusion models [32] apply the diffusion process in
the latent space, allowing more efficient computations and faster image synthesis.

Despite impressive progress, multi-view text-to-image synthesis still confronts issues of compu-
tational efficiency and consistency across views. A common approach involves an autoregressive
generation process [5, 10, 16], where the generation of the n-th image is conditioned on the (n−1)-th
image through image warping and inpainting techniques. However, this autoregressive approach
results in accumulated errors and does not handle loop closure [10]. Moreover, the reliance on the
previous image may pose challenges for complex scenarios or large viewpoint variations.

Our approach, dubbed MVDiffusion, generates multi-view images simultaneously, using multiple
branches of a standard text-to-image model pre-trained on perspective images. Concretely, we use a
stable diffusion (SD) model [32] and add a “correspondence-aware attention” (CAA) mechanism
between the UNet blocks, which facilitates cross-view interactions and learns to enforce multi-view
consistency. When training the CAA blocks, we freeze all the original SD weights to preserve the
generalization capability of the pre-trained model.

In summary, the paper presents MVDiffusion, a multi-view text-to-image generation architecture
that requires minimal changes to a standard pretrained text-to-image diffusion model, achieving
state-of-the-art performance on two multi-view image generation tasks. For generating panorama,
MVDiffusion synthesizes high-resolution photorealistic panoramic images given arbitrary per-view
texts, or extrapolates one perspective image to a full 360-degree view. Impressively, despite being
trained solely on a realistic indoor panorama dataset, MVDiffusion possesses the capability to create
diverse panoramas, e.g. outdoor or cartoon style. For multi-view image generation conditioned on
depths/poses, MVDiffusion demonstrates state-of-the-art performance for texturing a scene mesh.

2 Related Work

Diffusion models. Diffusion models [14, 19, 35, 37, 38, 39, 40] (DM) or score-based generative
models are the essential theoretical framework of the exploding generative AI. Early works achieve su-
perior sample quality and density estimation [8, 40] but require a long sampling trajectory. Advanced
sampling techniques [18, 22, 36] accelerate the process while maintaining generation quality. Latent
diffusion models [32] (LDMs) apply DM in a compressed latent space to reduce the computational
cost and memory footprint, making the synthesis of high-resolution images feasible on consumer
devices. We enable holistic multi-view image generation by the latent diffusion model.

Image generation. Diffusion Models (DM) dominate content generation. Foundational work such as
DALL-E 2 [30], GLIDE [26], LDMs [32], and Imagen [33] have showcased significant capabilities
in text-conditioned image generation. They train on extensive datasets and leverage the power of
pre-trained language models. These large text-to-image Diffusion Models also establish strong foun-
dations for fine-tuning towards domain-specific content generation. For instance, MultiDiffusion [1]
and DiffCollage [48] failitates 360-degree image generation. However, the resulting images are not
true panoramas since they do not incorporate camera projection models. Text2Light [6] synthesizes
HDR panorama images from text using a multi-stage auto-regressive generative model. However, the
leftmost and rightmost contents are not connected (i.e., loop closing).

3D content generation. Content generation technology has profound implications in VR/AR and
entertainment industries, driving research to extend cutting-edge generation techniques from a single
image to multiple images. Dreamfusion [27] and Magic3D [21] distill pre-trained Diffusion Models
into a NeRF model [24] to generate 3D objects guided by text prompts. However, these works focus
on objects rather than scenes. In the quest for scene generation, another approach [16] generates
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Figure 2: MVDiffusion generates multi-view images in parallel through the weight-sharing multi-
branch UNet. To enforce multi-view consistency, the Correspondence-Aware Attention (CAA) block
is inserted after each UNet block. "FFN" is an acronym for "Feed-Forward Network". The rightmost
figure elaborates on the mechanisms of CAA.

prompt-conditioned images of indoor spaces by iteratively querying a pre-trained text-to-image
Diffusion Model. SceneScape [10] generates novel views on zoom-out trajectories by employing
image warping and inpainting techniques using diffusion models. Text2Room [16] adopts similar
methods to generate a complete textured 3D room geometry. However, the generation of the n-th
image is solely conditioned on the local context, resulting in accumulation errors and less favorable
results. Our research takes a holistic approach and generates consistent multi-view images given
camera poses and text prompts while fine-tuning pre-trained perspective-image Diffusion Models.

3 Preliminary

Latent Diffusion Models (LDM) [32] is the foundation of our method. LDM consists of three
components: a variational autoencoder (VAE) [20] with encoder E and decoder D, a denoising
network ϵθ, and a condition encoder τθ.

High-resolution images x ∈ RH×W×3 are mapped to a low-dimensional latent space by Z = E(x),
where Z ∈ Rh×w×c. The down-sampling factor f = H/h = W/w is set to 8 in the popular Stable
Diffusion (SD). The latents are converted back to the image space by x̃ = D(Z).

The LDM training objective is given as

LLDM := EE(x),y,ϵ∼N (0,1),t

[
∥ϵ− ϵθ(Zt, t, τθ(y))∥22

]
, (1)

where t is uniformly sampled from 1 to T and Zt is the noisy latent at time step t. The denoising
network ϵθ is a time-conditional UNet [8], augmented with cross-attention mechanisms to incorporate
the optional condition encoding τθ(y). y could be a text-prompt, an image, or any other user-specified
condition.

At sampling time, the denoising (reverse) process generates samples in the latent space, and the
decoder produces high-resolution images with a single forward pass. Advanced samplers [18, 22, 36]
can further accelerate the sampling process.

4 MVDiffusion: Holistic Multi-view Image Generation

MVDiffusion generates multiple images simultaneously by running multiple copies/branches of a
stable diffusion model with a novel inter-branch “correspondence-aware attention” (CAA) mechanism
to facilitate multi-view consistency. Figure 2 presents an overview of multi-branch UNet and the
CAA designs. The system is applicable when pixel-to-pixel correspondences are available between
images, specifically for cases of 1) Generating a panorama or extrapolating a perspective image
to a panorama. The panorama consists of perspective images sharing the camera center where
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pixel-to-pixel correspondences are obtained by planar tomography and 2) Texture mapping of a given
geometry where multiple images of arbitrary camera poses establish pixel-to-pixel correspondences
through depth-based unprojection and projection. We first introduce panorama generation (§4.1),
which employs generation modules, and then multi-view depth-to-image generation (§4.2), which
employs generation and interpolation modules. Since the interpolation module does not contain CAA
blocks, §4.1 will also cover the design of the CAA block and explain how it is inserted into the
multi-branch UNet.

4.1 Panorama generation

In MVDiffusion, a panorama is realized by generating eight perspective views, each possessing a
horizontal field of view of 90◦ with a 45◦ overlap. To achieve this, we generate eight 512 × 512
images by the generation module using a frozen pretrained stable diffusion model [42].

Generation module. The proposed module generates eight 512× 512 images. It accomplishes this
through a process of simultaneous denoising. This process involves feeding each noisy latent into
a shared UNet architecture, dubbed as the multi-branch UNet, to predict noises concurrently. In
order to ensure multi-view consistency, a correspondence-aware attention (CAA) block is introduced
following each UNet block. The CAA block follows the final ResNet blocks and is responsible for
taking in multi-view features and fusing them together.

Correspondence-aware attention (CAA). The CAA block operates on N feature maps concurrently,
as shown in Figure 2. For the i-th source feature map, denoted as F, it performs cross-attention with
the remaining (N − 1) target feature maps, represented as Fl.

For a token located at position (s) in the source feature map, we compute a message based on the
corresponding pixels {tl} in the target feature maps {Fl} (not necessarily at integer coordinates) with
local neighborhoods. Concretely, for each target pixel tl, we consider a K ×K neighborhood N (tl)
by adding integer displacements (dx/dy) to the (x/y) coordinate, where |dx| < K/2 and |dy| < K/2.
In practice, we use K = 3 with a neighborhood of 9 points.

M =
∑
l

∑
tl∗∈N (tl)

SoftMax
([
WQF̄(s)

]
·
[
WKF̄l(tl∗)

])
WVF̄l(tl∗), (2)

F̄(s) = F(s) + γ(0), F̄l(tl∗) = Fl(tl∗) + γ(sl∗ − s). (3)

The message M calculation follows the standard attention mechanism that aggregates information
from the target feature pixels {tl∗} to the source (s). WQ, WK, and WV are the query, key and
value matrices. The key difference is the added position encoding γ(·) to the target feature Fl(tl∗)
based on the 2D displacement between its corresponding location sl∗ in the source image and s. The
displacement provides the relative location in the local neighborhood. Note that a displacement is
a 2D vector, and we apply a standard frequency encoding [45] to the displacement in both x and y
coordinates, then concatenate. A target feature Fl(tl∗) is not at an integer location and is obtained
by bilinear interpolation. To retain the inherent capabilities of the stable diffusion model [42], we
initialize the final linear layer of the transformer block and the final convolutional layer of the
residual block to be zero, as suggested in ControlNet [47]. This initialization strategy ensures that
our modifications do not disrupt the original functionality of the stable diffusion model.

Panorama extraporlation. The goal is to generate full 360-degree panoramic views (seven target
images) based on a single perspective image (one condition image) and the per-view text prompts.
We use SD’s impainting model [43] as the base model as it takes one condition image. Similar to the
generation model, CAA blocks with zero initializations are inserted into the UNet and trained on our
datasets.

For the generation process, the model reinitializes the latents of both the target and condition images
with noises from standard Gaussians. In the UNet branch of the condition image, we concatenate a
mask of ones to the image (4 channels in total). This concatenated image then serves as the input to
the inpainting model, which ensures that the content of the condition image remains the same. On
the contrary, in the UNet branch for a target image, we concatenate a black image (pixel values of
zero) with a mask of zeros to serve as the input, thus requiring the inpainting model to generate a
completely new image based on the text condition and the correspondences with the condition image.
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Training. We insert CAA block into the pretrained stable diffusion Unet [42] or stable diffusion
impainting Unet [43] to ensure multi-view consistency. The pretrained network is frozen while we
use the following loss to train the CAA block:

LMVDiffusion := E{Zi
t=E(xi)}N

i=1
,{ϵi∼N (0,I)}N

i=1,y,t

[ N∑
i=1

∥ϵi − ϵiθ(
{
Zi

t

}
, t, τθ(y))∥22

]
. (4)

4.2 Multiview depth-to-image generation

The multiview depth-to-image task aims to generate multi-view images given depths/poses. Such
images establish pixel-to-pixel correspondences through depth-based unprojection and projection.
MVDiffusion’s process starts with the generation module producing key images, which are then
densified by the interpolation module for a more detailed representation.

Generation module. The generation module for multi-view depth-to-image generation is similar
to the one for panorama generation. The module generates a set of 192 × 256 images. We use
depth-conditioned stable diffusion model [41] as the base generation module and simultaneously
generate multi-view images through a multi-branch UNet. The CAA blocks are adopted to ensure
multi-view consistency.

Interpolation module. The interpolation module of MVDiffusion, inspired by VideoLDM [2],
creates N images between a pair of ’key frames’, which have been previously generated by the
generation module. This model utilizes the same UNet structure and correspondence attention weights
as the generation model, with extra convolutional layers, and it reinitializes the latent of both the
in-between images and key images using Gaussian noise. A distinct feature of this module is that the
UNet branch of key images is conditioned on images already generated. Specifically, this condition
is incorporated into every UNet block. In the UNet branch of key images, the generated images are
concatenated with a mask of ones (4 channels), and then a zero convolution operation is used to
downsample the image to the corresponding feature map size. These downsampled conditions are
subsequently added to the input of the UNet blocks. For the branch of in-between images, we take
a different approach. We append a black image, with pixel values of zero, to a mask of zeros, and
apply the same zero convolution operation to downsample the image to match the corresponding
feature map size. These downsampled conditions are also added to the input of the UNet blocks. This
procedure essentially trains the module such that when the mask is one, the branch regenerates the
conditioned images, and when the mask is zero, the branch generates the in-between images.

Training. we adopt a two-stage training process. In the first stage, we fine-tune the SD UNet model
using all ScanNet data. This stage is single-view training (Eq. 1) without the CAA blocks. In the
second stage, we integrate the CAA blocks, and the image condition blocks into the UNet, and only
these added parameters are trained. We use the same loss as panorama generation to train the model.

5 Experiments

We evaluate MVDiffusion on two tasks: panoramic image generation and multi-view depth-to-image
generation. We first describe implementation details and the evaluation metrics.

Implementation details. We have implemented the system with PyTorch while using publicly
available Stable Diffusion codes from Diffusers [46]. The model consists of a denoising UNet to
execute the denoising process within a compressed latent space and a VAE to connect the image
and latent spaces. The pre-trained VAE of the Stable Diffusion is maintained with official weights
and is used to encode images during the training phase and decode the latent codes into images
during the inference phase. We have used a machine with 4 NVIDIA RTX A6000 GPUs for
training and inference. Specific details and results of these varying configurations are provided in the
corresponding sections.

Evaluation matrics. The evaluation metrics cover two aspects, image quality of generated images
and their consistency.
• Image quality is measured by Fréchet Inception Distance (FID) [12], Inception Score (IS) [34], and
CLIP Score (CS) [28]. FID measures the distribution similarity between the features of the generated
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Figure 3: Qualitative evaluation for panorama generation. The red box indicates the area stitched
leftmost and rightmost content. More results are available in the supplementary material.

and real images. The Inception Score is based on the diversity and predictability of generated images.
CLIP Score measures the text-image similarity using pretrained CLIP models [29].
• Multi-view consistency is measured by the metric based on pixel-level similarity. The area of
multi-view image generation is still in an early stage, and there is no common metric for multi-view
consistency. We propose a new metric based on Peak Signal-to-Noise Ratio (PSNR). Concretely,
given multi-view images, we compute the PSNR between all the overlapping regions and then
compare this “overlapping PSNR” for ground truth images and generated images. The final score is
defined as the ratio of the “overlapping PSNR” of generated images to that of ground truth images.
Higher values indicate better consistency.

The rest of the section explains the experimental settings and results more, while the full details are
referred to the supplementary.

5.1 Panoramic image generation

This task generates perspective crops covering the panoramic field of view, where the challenge is to
ensure consistency in the overlapping regions. Matterport3D [4] is a comprehensive indoor scene
dataset that consists of 90 buildings with 10,912 panoramic images. We allocate 9820 and 1092
panoramas for training and evaluation, respectively.

Baselines. We have selected three related state-of-the-art methods for thorough comparisons. The
details of the baselines are briefly summarized as follows (full implementation details can be found
in the appendix):

• Text2Light[6] creates HDR panoramic images from text using a multi-stage auto-regressive genera-
tive model. To obtain homographic images, we project the generated panoramas into perspective
images using the same camera settings (FoV=90◦, rotation=45◦).

• Stable Diffusion (SD)[32] is a text-to-image model capable of generating high-quality perspective
images from text. For comparison, we fine-tuned Stable Diffusion using panoramic images and
then extracted perspective images in a similar manner.

• Inpainting methods [10, 16] operate through an iterative process, warping generated images to the
current image and using an inpainting model to fill in the unknown area. Specifically, we employed
the inpainting model from Stable Diffusion v2 [32] for this purpose.

Results. Table 1 and Figure 3 present the quantitative and qualitative evaluations, respectively. We
then discuss the comparison between MVDiffusion and each baseline:
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Figure 4: Example of panorama generation of outdoor scene. More results are available in the
supplementary material.
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Figure 5: Image&text-conditioned panorama generation results. More results are available in the
supplementary material.

• Compared with Text2Light[6]: Text2Light is based on auto-regressive transformers and shows
low FID, primarily because diffusion models perform generally better. Another drawback is the
inconsistency between the left and the right panorama borders, as illustrated in Figure 3.

Method FID ↓ IS ↑ CS ↑
Impainting [10, 16] 42.13 7.08 29.05
Text2light [6] 48.71 5.41 25.98
SD (Pano) [32] 23.02 6.58 28.63
SD (Perspective) [32] 25.59 7.29 30.25
MVDiffusion(Ours) 21.44 7.32 30.04

Table 1: Quantitative evaluation with Fréchet
Inception Distance (FID), Inception Score (IS),
and CLIP Score (CS).

• Compared with Stable Diffusion (panorama)[32]:
MVDiffusion obtain higher IS, CS, and FID than
SD (pano). Like Text2light, this model also en-
counters an issue with inconsistency at the left
and right borders. Our approach addresses this
problem by enforcing explicit consistency through
correspondence-aware attention, resulting in seam-
less panoramas. Another shortcoming of this
model is its requirement for substantial data to
reach robust generalization. In contrast, our model,
leveraging a frozen pre-trained stable diffusion, demonstrates a robust generalization ability with a
small amount of training data, as shown in Figure 4.

• Compared with inpainting method [10, 16]: Inpainting methods also exhibit worse performance
due to the error accumulations, as evidenced by the gradual style change throughout the generated
image sequence in Figure 3.

• Compared with Stable Diffusion (perspective)[32]: We also evaluate the original stable diffusion on
perspective images of the same Matterport3D testing set. This method cannot generate multi-view
images but is a good reference for performance comparison. The results suggest that our method does
not incur performance drops when adapting SD for multi-view image generation.

Generate images in the wild. Despite our model being trained solely on indoor scene data, it
demonstrates a remarkable capability to generalize across various domains. This broad applicability
is maintained due to the original capabilities of stable diffusion, which are preserved by freezing
the stable diffusion weights. As exemplified in Figure 4, we stich the perspective images into a
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panorama and show that our MVDiffusion model can successfully generate outdoor panoramas.
Further examples illustrating the model’s ability to generate diverse scenes, including those it was not
explicitly trained on, can be found in the supplementary materials.

Image&text-conditioned panorama generation. In Figure 5, we show one example of image&text-
conditioned panorama generation. MVDiffsion demonstrates the extraordinary capability of extrapo-
lating the whole scene based on one perspective image.
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Figure 6: Qualitative evaluation for depth-to-image generation. More results are available in the
supplementary material.

5.2 Multi view depth-to-image generation Method FID ↓ IS ↑ CS ↑
RePaint [23] 70.05 7.15 26.98
ControlNet [47] 43.67 7.23 28.14
Ours 23.10 7.27 29.03

Table 2: Comparison in Fréchet Inception Distance
(FID), Inception Score (IS), and CLIP Score (CS)
for multiview depth-to-image generation.

This task converts a sequence of depth images
into a sequence of RGB images while preserving
the underlying geometry and maintaining multi-
view consistency. ScanNet is an indoor RGB-
D video dataset comprising over 1513 training
scenes and 100 testing scenes, all with known
camera parameters. We train our model on the
training scenes and evaluate it on the testing
scenes. In order to construct our training and testing sequences, we initially select key frames,
ensuring that each consecutive pair of key frames has an overlap of approximately 65%. Each
training sample consists of 12 sequential keyframes. For evaluation purposes, we conduct two sets
of experiments. For our quantitative evaluation, we have carefully chosen 590 non-overlapping
image sequences from the testing set, each composed of 12 individual images. In terms of qualitative
assessment, we first employ the generation model to produce all the key frames within a given test
sequence. Following this, the image&text-conditioned generation model is utilized to enrich or
densify these images. Notably, even though our model has been trained using a frame length of 12, it
has the capability to be generalized to accommodate any number of frames. Ultimately, we fuse the
RGBD sequence into a cohesive scene mesh.

Baselines. To our knowledge, no direct baselines exist for scene-level depth-to-image generation.
Some generate 3D textures for object meshes, but often require complete object geometry to optimize
the generated texture from many angles [5, 25]. This is unsuitable for our setting where geometry is
provided for the parts visible in the input images. Therefore, we have selected two baselines:
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Task → Panorama Depth-to-image

Method PSNR ↑ Ratio ↑ PSNR ↑ Ratio ↑
G.T. 37.7 1.00 21.41 1.00

SD (Perspective) 10.6 0.28 11.20 0.44
MVDiffusion (Ours) 25.4 0.67 17.41 0.76

Table 3: Multi-view consistency for panorama generation and multi-view depth-to-image generation.

• RePaint[23]: This method uses an image diffusion model for inpainting holes in an image, where we
employ the depth2image model from Stable Diffusion v2[32]. For each frame, we warp the generated
images to the current frame and employ the RePaint technique [23] to fill in the holes. This baseline
model is also fine-tuned on our training set.

• Depth-conditioned ControlNet: We train a depth-conditioned ControlNet model combined with the
inpainting Stable Diffusion method with the same training set as ours. The implementation is based
on a public codebase [7]. This model is capable of image inpainting conditioned on depths. We use
the same pipeline as the above method.

Results. Table 2, Figure 6, Figure 7, and Figure 8 present the quantitative and qualitative results
of our generation models. Our approach achieves a notably better FID, as shown in Table 2. As
depicted in Figure 6, the repaint method generates progressively blurry images, while ControlNet
produces nonsensical content when the motion is large. These issues arise since both methods
depend on partial results and local context during inpainting, causing error propagation. Our method
overcomes these challenges by enforcing global constraints with the correspondence-aware attention
and generating images simultaneously. Figure 7 exhibits the keyframes at the left and the right, where
the intermediate frames are generated in the middle, which are consistent throughout the sequence.
Figure 8 illustrates the textured scene meshes produced by our method.

��������� ������������������������������

Figure 7: Visualization of image&text-conditioned generated frames. We interpolate 4 frames (second
image to fifth image). More visualization results are presented in supplementary materials.

Figure 8: Mesh visualization. MVDiffusion first generates RGB images given depths/poses and then
fuse them into mesh with TSDF fusion.

5.3 Measuring multi-view consistency

The multi-view consistency is evaluated with the metric as explained earlier. For panoramic image
generation, we select image pairs with a rotation angle of 45 degrees and resize them to 1024× 1024.
For multi-view depth-to-image generation, consecutive image pairs are used and resized to 192× 256.
PSNR is computed among all pixels within overlapping regions for panoramic image generation. For
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multi-view depth-to-image generation, a depth check discards pixels with depth errors above 0.5m,
the PSNR is then computed on the remaining overlapping pixels.

Results. In Table 3, we first use the real images to set up the upper limit, yielding a PSNR ratio of 1.0.
We then evaluate our generation model without the correspondence attention (i.e., an original stable
diffusion model), effectively acting as the lower limit. Our method, presented in the last row, achieves
a PSNR ratio of 0.67 and 0.76 for the two tasks respectively, confirming an improved multi-view
consistency.

6 Conclusion
This paper introduces MVDiffusion, an innovative approach that simultaneously generates consistent
multi-view images. Our principal novelty is the integration of a correspondence-aware attention
(CAA) mechanism, which ensures cross-view consistency by recognizing pixel-to-pixel correspon-
dences. This mechanism is incorporated into each UNet block of stable diffusion. By using a frozen
pretrained stable diffusion model, extensive experiments show that MVDiffusion achieves state-
of-the-art performance in panoramic image generation and multi-view depth-to-image generation,
effectively mitigating the issue of accumulation error of previous approaches. Furthermore, our
high-level idea has the potential to be extended to other generative tasks like video prediction or
3D object generation, opening up new avenues for the content generation of more complex and
large-scale scenes.

Limitations. The primary limitation of MVDiffusion lies in its computational time and resource
requirements. Despite using advanced samplers, our models need at least 50 steps to generate
high-quality images, which is a common bottleneck of all DM-based generation approaches. Addi-
tionally, the memory-intensive nature of MVDiffusion, resulting from the parallel denoising limits
its scalability. This constraint poses challenges for its application in more complex applications that
require a large number of images (e.g., long virtual tour).

Broader impact. MVDiffusion enables the generation of detailed environments for video games,
virtual reality experiences, and movie scenes directly from written scripts, vastly speeding up
production and reducing costs. However, like all techniques for generating high-quality content, our
method might be used to produce disinformation.
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